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Agenda

ÅAbout ScaleOut Software

ÅOur core technologies: software for in-memory data grids and computing

ÅChallenges for stream-processing

ÅA solution: the digital twin model

ÅRunning digital twins on an IMDG
ÅAdvantages

ÅComparison to traditional approaches

ÅLƻ¢ ŜȄŀƳǇƭŜ ǿƛǘƘ /І ŎƻŘŜ ǳǎƛƴƎ {ŎŀƭŜhǳǘ 5ƛƎƛǘŀƭ ¢ǿƛƴ .ǳƛƭŘŜǊϰ

ÅIoT example with Java code incorporating data-parallel feedback
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ÅDevelops and markets In-Memory Data Grids, software middleware for:

ÅScaling application performance and 

ÅProviding operational intelligence using

ÅIn-memory data storage and computing

ÅDr. William Bain, Founder & CEO

ÅCareer focused on parallel computing 

ÅBell Labs, Intel, Microsoft

ÅEleven years in the market:

Å450+ customers, 10,000+ servers

ÅSample customers:

About ScaleOut Software
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{ŎŀƭŜhǳǘ {ƻŦǘǿŀǊŜΩǎ tǊƻŘǳŎǘǎ

ÅScaleOut StateServer®& ScaleOut GeoServer®

ÅIn-Memory Data Grid (IMDG) for Windows and Linux

ÅApplication scaling with strong consistency & high av

ÅAPIs in Java, C#, C/C++

ÅDeployable on-premises and in public clouds (Azure, 
AWS)

ÅGlobal data replication and remote data access

ÅReleased in 2005; now in 5th major version

Å{ŎŀƭŜhǳǘ {ǘǊŜŀƳ{ŜǊǾŜǊϰ ϧ {ŎŀƭŜhǳǘ 5ƛƎƛǘŀƭ ¢ǿƛƴ 
.ǳƛƭŘŜǊϰ
ÅStateful stream-processing with digital twins

ÅSimplified development for digital twins in Java, C#

ÅSupport for ReactiveXAPIs, Kafka, and Azure IoT

ÅIntegrated IMDG and in-memory compute engine

ÅReal-time, data-parallel analytics
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Core Technology: IMDG + IMC

ÅIn-Memory Data Grid (IMDG): cluster-hosted software which provides 
fast, distributed in-memory storage for live data:
ÅUses object-oriented, key/value storage model

ÅLocation-transparent access to data by multiple clients

ÅCreate/read/update/delete APIs for Java/C#/C++

ÅParallel query by object properties

ÅIn-Memory Computing: integratedsoftware-based 
compute engine for streaming & data-parallel ops
ÅRuns o-o methods on live data with low latency

ÅAvoids network bottlenecks by computing in the IMDG.

ÅBoth: Transparent scalability and high availability:
ÅAutomatic load-balancing across commodity servers

ÅAutomatic data replication, failure detection, and
recovery
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How an IMDG Can Integrate Computation

ÅEach grid host runs a worker process 
which executes application-defined 
methods on stored objects.
ÅThe set of worker processes is 

called an invocation grid (IG).

ÅIG usually runs language-specific 
runtimes (JVM, .NET).

ÅIMDG can ship user code to the IG 
workers.

ÅKey advantages for IGs:
ÅFollows object-oriented model.

ÅAvoids network bottlenecks by 
moving computing to the data.

Å[ŜǾŜǊŀƎŜǎ La5DΩǎ ŎƻǊŜǎ ϧ ǎŜǊǾŜǊǎΦ

Invocation Grid
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In-Memory Data Grid
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IMDG Runs Handlers for Stream-Processing

Event handlers run independently for 
each incoming event:

ÅIMDG directs event to a specific object 
(e.g., using ReactiveX) for low latency.

ÅIMDG executes multiple event handlers 
in parallel for high throughput.
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IMDG Also Runs Data-Parallel Computations

Method execution implements a parallel 
operation on a stored object collection:

ÅClient runs a single method on all 
objects in a collection.

ÅExecution runs in parallel across the 
grid.

ÅResults are merged and returned to 
the client.

ÅRuns with lower
latency than
batch jobs.
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